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T must make clear at the outset that I am not a specialist in the subject
matter deelt with in this paper. My interest in these models arose whin I was
looking for & small eccnomic simultaneous system for which there were data of the
order of about 80 observations so that I could estimate the model using spectral
methods and compare the results with time domain methods. This will be my next task,
meanvhile this paper describes the model I intend to use. For wege and price
inflation the model contains L equations, one for wage rates, one for earnings , one
for prices and one for unemployment.

In the paper the specification of each of these equations is first studied
separately: a full information maximum likelihood estimation of the whole system is
conteined in the last section.

In this procedure I have used OLS in order to obtain s first approximatiocn of
the specification of the equations. I then allowed for a general sutoregressive
process in the errors in the equations and tested this against a were accurate
dynamic specification of the equations. Finelly I estimated the equsations by
simultaneocus methods. I do not pretend that the paper contains full eviden ce that
the specifications rejected by the OIS analysis will be rejected when more sccuraste
methods of estimation are used. But it is cbvious that all the trials using OLS
wvould not have been possible haed I always allowed for simultaneity and an auto-
regressive process in the errors. It ie clear that the resecarcl worker is constrained
in the early stages of his investigation tc the use of cruder methods of analysis in
order to discriminate between different specifications for his model in order to
meke his task feasibtle.

1. Wage Eoustions

In order to specify a wage inflation equation I have followed an empirical
approach in the sense that I have not worried too much about setting up s particulur

theory for the demand snd supply of labour in order to construct a theoretical
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bs mentioned above I propose two equations for wage inflation, one for wage rates
and one for earnings.

1.1 The Wage-Rate Equation

At the first sitage in the investigation, the effect of earnings is ignored and
unemployment, real wages asnd prices are used as explanatory variables.

i.1.1 Unemployment

Using as regressors current_and one period lagged unemployment it was ctserved
that their coefficients were similar in magnitude tut with opposite sign {see for
instance, El.l).2 The difference between them was therefore tried as a regressor and
turned out to be at this stage & better candidate from the point of view of goodness
of fit. It is interesting to note that this is nct the case in the earnings equation,
where current unemployment is the best candidate and the simultaneous presence of both
curvent and lagged values reduces very much their significance.. This can be
interpreted on the lines that unemployment is 2 short-run factor affecting the
bargaining process in the settlement of wage rates, but it is the fact that it is
decreasing or increasing that is important and not the level itself. On the other hand,
in explaining earnings, what matters is the actual state of the economy and current
unemployment enters in the equation reflecting this fact.

1.1.2 Real Wages

The variable used was the one periocd lag. The rationale for this, as has been
explained by Sargan (12), may be that in wage bargairing there are long-term
considerations by which workers try to inérease money wages if some 'norm on wages' is
decreasing. In the present formulation workers push for an increase if the previous
real wages are falling. Note that it is not clsimed here that resl wages appear in
the discussions of wage negotiations, but simply that their introduction in the
squation tekes eccount of some long~term motivations affecting the settlement.

It was ncted that in estimeting the linear trend of real wages for the period
1549(1) to 197¢{iv) before 1955(1i) and after 1965(i) redl wages are under-trend.

A slope dummy - variable for these under-irend periods was therefore tried, but it was
not significant. Also, as an alternative %o one lag real wages, the previous

maximum real wage was used, but it did not yield a better fit.



point of view.
1.1.6 Vacsncies

I tried vacsncies as a substitute for unemployment and found that they 4id not
give a better fit and thus I maintain unempioyment in the equation. But again here it
is interesting to note that the earnings equation behaves differently. In it I found
that vacancies improves the fit over unemployment, and also the current level of
unemployment is better than the one—term inerease. The results can be seen by
comparing equations (1), (?) end (3) in Tebke 4 or equations (L) and (5). In them,
vacancies are significant and unemployment is not. From these results it can be seen
that for explaining wage rates, unemployment is better than vacancies bul for explaining
earnings, the latter is better than the former. This is confirmed ir other empirical
studies, because those who claim that vacancies provide better results (see Department
of Employment (3), and Bowers et.al., (2) ) use earnings &s the dependent variable and
those who find that there is no reeson to replace unemployment by vacancies (see
Parkin { ), and Summer ( ) ) use wage rates. This result seems quite sensible and
shows that the definition of the dependent variable in this type of model is not an
arbitrary choice of the empiricsl worker.

Here I aiso took ncte of the work of Bowere et.al. {2) and tried s dummy trend
and & zero-one dummy for 1566 (iv) onwerds, but none of them, taken jointly or

separately, were significant, even when the zerc-one dummy performed better than the

other.

i.1.7 Hoarded Labour

Another approach ir explaining & Phillips curve relationship for the recent past
in the U.K. is due to Taylor ( ). He srgues, as many others have done before, that
the use of registered unemployment as & proxy for the excess supply of labour is
not & gocd one. He proposes as a proxy the sum of registered unemployment (Ur) and
hoarded Jjabtour (HL). He constructs the data for the latter series for sixteen
~ndustrics and uses a weighted average of them in his regressions. Following his
suggestion I have introduced hoarded labour in my wage equation. Since there is no
a priori_ reason for Ur and HL tc have the séme effect, 1 have tried both regressors
sepmrately anc also their sum {US) as Taylor did. Table 1 conteins my main results

which can be summerissd as follows :



effect of hoarded labour is justified by the fact that EL has a negative coefficient
in the earnings equation.

Taylor ( ) in his article contained in ( ) also finds that US gives
"disappointing results" in the equation for money wage rates, but in his equation {of
the Lipsey-Parkin type) US has a negative sign.

In view of the ebove results and some others that are discussed later the use
of hearded labour in the wage equation was discarded. We see also the behaviour of
hearded labour in the earningé equation which is where Taylor ( ) and Godfrey and
Teylor ( ) apply it.

1.1.8 Real Earnings

We have seen that neither vacancies nor hoarded labour provides a real improvement
of the Phillips curve over wage rates. In this paper one specification is proposed
which also contains earnings as one regressor. Unfortunately a direct quarterly series
of earnings-does not exist. The series used heve is of weekly earnings per employee
in employment constructed on data from the C.S.0. Appendix A contains details of this
series. I have introduced real earnings lagged one period as the new regressor; it
improves the fit considerably end mekes the increase in prices not significant al all.
That skows that an immediate price effect in a Phillips curve is better obtained
through real wages and real earnings than by introducing it explicitly. Also it shows
that in s Sargan equation for wage rates not only real wages but also real earnings must
be present. It can be seen in Table 2 that the one lag in real earnings has a positive
effect showing that workers try to pass to the negotisted wages the improvements
obtained in earnings in the last period. Obviously they must do this in order to ensure
the previous high income on a more stable basis. It can also be seen that the trend
now has s negative coefficient which is noﬁ surprising in & world where wage rates are
trying to catch up on earnings. This equation can explain a wage infletion situation
even in periods with increasing unemployment provided that real earnings are increasing
more rapidly than resl wages. It is an ergument in favour of this theory that without
any constraint the regression gives the same coefficient but with different signs to
real wages and real earnings. This result shows that a Phillips curve must include
the long-run factors affecting the bergaining process in addition to other short~run

factorssuch as the increase in unemployment.



The first part of Table 2-A also provides a comparison of equstion (3) with
current incresse in earnings with othere which instead include its lag or the one
lag current ipcrease in weges. HNone of these are significant if the durmy for trend
is ineluded (see equations (1), (2), (7) and (8) } and in any cese they do not yieid
an improvement over specification 3 in Téble 2.

Table 3 shows the effects of hoarded labour once we have introduced earnings in
the equation and omit the price variable because if included, its t value is around 1.
We can see that the effect of the hosrded labour persists as positive, but now there
15 no improvement st all in the corrected Re. On the other hand, equation (1) in
Table 3 seems to provide a better fit than eguation (10) in Table 1.
1.1.9 Btrikes

Different authors and in particular Godfrey (5) and Godfrey and Taylor (4) have
introduced the number of strikes to explain wage inflation. I have experimented also
with its ineclusion. The variable that I have usad, following the example of Godfrey
( ) based on previous results of Pencavel ( ), is the number of strikes beginning in
each term for all industries except cosl mining. This series is not directly available
but it must be constructed by the research worker going through the data published in

the Employment and Productivity Gazette. I include this series in Appendix D. As a

matter of fact it will be more interesting to construct this series counting only
those strikes due to wage disputes. Unfortunately, the Gazette does not publish
encugh information to construct such a series in quarterly terms,

The results of putting in strikes can be seen in the second parts of Tables 2
and 2-A. If we introduce the one lag of strikes, the fit impreves and the néW'variahle
is significant (see equations (9) in both tables)., The presence of this new regressor
reduces the effect of real wages and earnings showing that their coefficimnts were over
estimated that collected part of the effects of the stoppages if these were omitted.

On the other hand, strikes practically do not affect the unemployment coefficient.

If instead of the one lag we consider the current number of industrisl stoppages,
tris does not affect cther variables, does not improve the fit and is not at all,
significant meinly in equation (10) of Table 2. Tf we introduce both the current and

one lag number of strikes, equation (11) of Table 2 shows very litile improvement over
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If we put a dummy in Ffor the intercept, we ran see in equation (13) of Table 2
that it is not significant at all.

1.1.11 Forecasting with the Wage Equation

Another way of testing the eguation is seeing its performance in forecasting.
So T estimated the equation for the period 1951(i) - 1970{iii) and compared the

forecast for 1970(iv) with the actual value:

Eguation (9), Table 2 Equation (9), Table 2-4
Actual value .0368 L0368
Forecast value L0262 .0309
Forecast error L0166 .0059
X 2.1815 . T6078
5% confidence limit 3.841 3.841

So for both equations, the hypcthesis of paramter stability is accepted.

1.1.12 Autoregressive Least Squares Estimation

So fer I have not taken account in the estimation procedures employed of s
prossible autoregressive structure in the error process. In order to do thet I
estimated equations () in Tables 2 and 2-A subject to a general six order autoregressive
2rror process using a constrained least 8quares prcgram due to Dr., David Hendry. 1In
both cases it was found that s third order autoregressive process was sufficient, and

vhen a., a,, and ué are non-zero were rejected. . .
- The deteils of the results are in egquations one to six,

higher orders
Table 6. The mein conclusicns are: Taking account of the autoregressive errors the
fit is improved, the residual sum of squares being reduced from 0.0036 to 0.0028.
There 15 almost no effect on the occefficients of the included variables. Only ay has a
-t value lower than 2. Once we consider & more general hypothesis for the disturbances
the difference betwesn the equations is reducead significantly,

The appropriste x§ test for testing the hypothesis that all a's are zero tekes the
vaiues 19.79 and 13.51, 50 in each case the hypothesis is rejected.

If ve predict the 1970(iv) va,ue with equations (2) and (4) in Table 6 we get

the foilowing:
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and the results obtained are in E6.8 and E6.9. Applying similar tests as before

E6.6 or E6.2 were selected. Now this preferred specification was estimated uncon-
strained (E6A.2). To do that we need first to omit the redundant varisbles, so

E6A.2 contains 25 regressors. In the table only those with bigger coefficeents are
stated because of the limitation of space. A L.R. test of E6.6 against E6A.2 tekes
the value X%(lZ) = 13,89 so it seems as if the a.r. scheme is not rejected at 5%
level., But this is only apparently because the degrees of freedom asre inflated. In
fact, in E6A.2, eleven of the new included logs are not significant, and ten of them
(those omitted in the table) have very small coefficient., Therefore the real number
of d.f. is just one or two and not twelve. I reestimated the equation omitting those

regresscore and the results are in E6A.3 and ESA.L. Now the xz( test of E6.2

1)
egainst EGA.3 takesthe value 5.9285, so E6.2 is rejected in favour of E6A.3.

This lest equation E6A.3 was estimated allowing up to a 3rd order a.r. process
and in none of the cases the t values for the a's were significant and also the x2
tests for the reduction of the RSS, which only decresses to .002k in the 3rd order
case, We can conclude, that with the new specification for the wage equation, we

have got rid of the auto-correlation in the errors, and if it was present before it

vas due to & misspecification of the dynamic aspects of the equation.

We saw before (E6A.1) thet four logs in the dependent variable had a significant
effect. But if we introduce now this regressor we can see, in EGA.5 and E6A.6, that
it is no longer significent, as could be suspected from the previous analysis of
the different auto-regressive schemes, Different logs of the increment in earnings
have also no practical effect on the fit.

I have carried the discussion in this subsection using as sample period 1950(4)
to 1970(3) based on the previous result that, in this case, the prices of imports are

not significent. The observation ccrresponding to 1970(4) hes been used to forecast.



1.1.13 Covariance Analysis of the dynamic equation for Wage Rates.

Once again it seems interesting to test if our equation has changed for the
most recent part of the sample. Therefore E6A.3 was reestimated for the periods
1950(L) - 1970(4), 1950(L) ~ 1966(3) and 1966(k) - 1970(L4) and a Chow test applied

to them gives:

Soo = 0,002715
S0 = (,002393
_ (8 =8 )/13
Fl3.53 = 00 O = 0,55
80/53

therefore the null hypotheses is not rejected. Table 6B presents the results and
also contains the t tests for the difference of the ccefficients between subsamples.
An estimete for the standard error of the differences was constructed assuming that
the estimates for the coefficients ﬁere uncerrelated between subsamples.

Also, in order to see if just one or few regressors have a different effect
between samples, I constructed slope dummies for the variables showing bigger changes.
In all cases the t values for these variables were no significant and, in fact, very
low indeed.

The same covariance analysis has been done with E6A.7. The F statistic takes
the value 0.71, i.e. the null bYypothesis is not rejected. Table 6C collects the
estimates of the coefficients and their differences beilween samples, It can be

observed that the values of the coefficients of AW_. are significantly different at

1
5% level, but maybe it is not strange that some of the t values are significant in
a regression with fourteen parameters. Nevertheless I have compared the performance

of E6C.3 with E6A.7 (reestimated to include alsoc 1970(4)) for the year 1970 and

the fitted values for the endogenous variable were as follows,
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we get the prices logged three periods, significant with coeffieient .16, =<, not
far from the implied .20 of E6A.L, But the fit is worse, and I am still keeping

E6A L as a more interesting specification.

1.1.1% The Expectation Hypothesis

It is quite convineing, on theoretical grounds, the argument that in =
Phillips curve or in any model trying to explain the increase in wages, a variable
reMecting the expected rate of inflation must be included. When we pass to the
empirical world, and try to estimate the model, we need 'a priori' idea on how the
expectations are formed. Unfortunately, we do not have it, and in practice the
research worker introduces an arbitrary assumption consisting in some sort of dis-
tributed logs on vrices, or wages.

My approach has consisted in trying toc find the dynamic aspects of the wage
equetion free from any 'a pricr' conception., The only thing that remains to be done,
iz to check that the moving average versicn of the equation has positive weights.
Combining E6A.3 and the eguation for earnings treated in the next section, it can

be seen that the weights are positive,

1,1,1% Extension of the sample period to 1972(1)}

We =2an see from figure one, how remarkably difficult it would be to forecast
the period 1971(1) to 1972(1), because the big peeks of 1970 have beern followed by
higher inflation rate for 1971(1), and 1971(4) and 1972(1) still have ones of the
highest values of the zample. There is no doubt that 1971(1) ~ 72(1) form a parti-
cular set of observations that are very much affected by political facters whose
prediction will not be necessarily good, this maybe the reason why an explirienced
center as the London Graduate Shool of Business Studies has produced its last fore-—

cast of the U.K. Ecomony, %aking tne increment in wages a5 exocgenous. Nevertheless,
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Qbserved Values Estimated
1971(1) .0398 .0330
(2) .0203 0248
(3) .0250 0211
(L) .0331 L0297
1972(1) .0333 .0222

From then we can see that.the equation has been able to pick up quite high values
for 1971(1) and 1971(k),

As I did before with other equations, a covariance anelysis of F6A.10 has
been done. The F test takes the value .53 and the corresponding value in the table
is 1.88(at 5% confidence level) The detail of the results are in table €D. There
it can be observered that the change in the first lag of the endogenous variable
is not significant at 5% level as it was in table 6C.

I have tried a similar varieble as T15Q but starting in 1949(2), 1963(1)
cr 1966(4) and in all cases T15Q was preferred to the others.

The equation E6A.10 has been estimated using 'constructed' variables as
those denominated as real wages end real earnings in which the wages and earnings
have been deflated by the consumer price index. On statistical grounds this is
not very orthodox and we must test if a free fit support these consirained
variables. The results are in table 6E, where E6E.1 is E6A.10 re-estimated
using revised data for prices. Comparing E6E.1 and EBE.2 the ﬁg and ¢ are more
favourable in the former equation and = X2(2) test reveals that the reduction
in the R8S experimented in E6E.2 is not significent at all (X2(2} = ,66). Com-
paring the estimated parsmeters, the implied values for the free regressors from
E6E,1 are very much the seme than the values estimated by E6E.2, concluding that
the restrictions on the 'constructed' regressors of ESE.1l are valid., If in
ESE.2 we run the regression with Wt es dependent variable the estimates obtained
are the same that those in E6E.2 except for W_l for which we obtain .81(t=6.54),

the RS88 and g are the ssme and the new RE, for those worried with obtaining big



21

1.2 FEarnings Equation

The specification of an equation to explain average weekly earnings per employee
in employment is now considered. First, however, it must be notéd thet this new variable
contains a high seasonal component which explains in pert at lesast,. why quarterly data
produce better R2 for earnings than for wage rates.

The dummies which eppeared significant in the previous equation no longer are so.
Also the increase in retall prices is not significant in the earnings equation, es can
be seen in lines (1), (2) and (3) of Table 4. As wes said above, vecancies perfom
better than unemployment and the current level better than the first increment.

For this equation we have strong & priori reasons for including the current increase
in wages as an explanatory variable. Its inclusion improves the fit considerably and
makes the one lag reasl wages more significant, and if in order to avoid simultaneous
equation bias, the equation is estimated by instrumental variables the current increase
in wages still remsins significant.

At this stage two alternative specifications reveal themselves as interesting.

The first, which I prefer, is the equation conteining a trend, real wages, and earnings
and current increase in wages; the second is without trend and with the dependent
variable lagged one period and increase in wages. In this equation we can see in

EL.8, 9 and 10 that the lagged real earnings has a positive effect but this is so
because the trend in the dependent variable is not peaked up by any other regressor,

so once we include as explaratory variables one dumnmy trend as T or Tl or some economic
varigble with some trend in it, at least from the sixties onwards as stoppages, the one
lag in real earnings has a negetive effect. But in this equation all variables except
current increase in wages and cne lag increase in esrnings tend to be not significant
at all (E4.19) and in a full information maximum likelihood only the lagged dependent
variable is significant?/ So it seems to me that the evidence is in favour of the
first specification.

By introducing the number of strikes in the equetion, the fit improves, but an
instrumental variable estimation for the mumber of strikes shows that its current

level is not significant at the S% level. It seems to me not very orthodox to include
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From these results I arrived at the conclusion that for the equations I am working
with hoarded labour does not leed to any improvement. Alsc from the results in the
previous equation I would not use hoarded labour as an explanatory variable for earnings
without constructing a simultaneous system thet also explains its behaviour.

I must meke clear that the dependent variable that I use for earnings differs
from thet used by Teylor in several respects. He uses bi-annual deta from the Ministry

of Labour Gazette and I use guarterly data based on C.S.0. series on nationgl wages and

salaries. And he explains the hourly increase in earnings corrected for overtime
whereas I try to explain weekly increase in earuings.

1.2.1 Forecasting with the Farnings Equaticn

The equation (27) in Table 4 has been estimated for the period 1951{i) to

1970{iii) and used to forecast the 1970(iv) observation. The result was:

Aetusl value 0.0590

forecast wvalue 0.0hol

forecast error 0.0096
2

X1 0.99
5% confidence 1limit 3.841

The stability paresmeter Lypothesis is not, therefore, rejected.

1.2.2 Autoregressive Least Squares Estimaticn

I have now estimated the equstion assuming & genersl autoregressive error struc-
ture allowing in the estimation for a gixth order process. Assymptotic 2 test

of the hypctheses that @, = 0,{ ), = 0 and ag = O } and { ), = 0, a_ = 0 and ap = 0}

5
when &5 @ and a3 are not zero did not reject the hypotheses and so a 3rd order
autoregressive process seemed sufficient. The results of this estimation are given
in E7.2. It is clear that the autoregressive structure is important: it reduces the
RSS from 0.0065 to 0.0045, it also has a grest effect on the coefficients for real
vages and earnings, which under the hypothesis of a white noise error structure are

. . 2 .
1ghilly overestimated. The x (3) test for the hypothesis that all a's are zero takes

the value 28.98 and so is rejected.
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least I have not been able to identify it, for the wage equation. Also note
that in ETA.7 the trend for the overall pericd is no longer significant,

Looking at table 7-A we can see that more interesting than testing
equaetion 5 or 1 ageinst 7, is forming an equation which includes lags up to Lth
order and testing it against equations 1,5 or 7. This has been done in equations
8 to 11 and in all cases the RSS was 0,003l, In them we have unnecessary reg-
ressors and we need to pick up those that most affect the fit. To do this I

tried more than 200 combinetions of lags end the variables AW RW_),» RE_,,

-27

&) AE—h’ RW RE—S’ SP—h and SP_5 were the most likely candidates., After

-5
these trials I would be ia favour of equation 1 and 2 of table 7~B. It must be
said that if both RW_), and RE_, are used as regressors neitherhare significant,
And compering them with equations 5 or 7 in table 7—A the statictieal evidence
is in favour of the former. In these trials the level and first difference in
unemployment and their lags were also used but none of them proved significant.

Nevertheless it was observed that the uemployment level performs better than

the first differeunce,

1.2.3 A Changing Fattern cf the Beasonal Component

The fact that four lags on the dependent variable is significant suggests
that there is perhaps a change in the seasonal behaviour of the incresse ir
earnings. Simply looking at the plot of the series (Figure 2) we see thst in
thie 1lst part of the sawple (nineteen fifties) the quarters greph is as follows

\hth Lth

3rd
1st

2nd

tut during the sixties the graph is
Lth
hth

2n
3rd
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explain 79% of the varietion in AR, If we used desseasconulized date (i.e. the
residuals from the regressions of each veoriable cn the seven dummies C plus Q's)
88 in ETC.6 and E7C.T we sce that the regressiocn explains 617 of the variation
of the dependent veriable and thai the strike regressors are also significant.
This extended set of seassonal dummies was also tried in the sguation for
wege rates but here the improvement in the fit was neglegible. Therefore ocnce

again we see how different are the wages rates and earnings series,

1.2.4 The Price Effect

The fact that one of the verisbles {our lags in real earnings or four
lags in real wage rates is significant, dbut zot both, suggests that they are
perhaps acting for some price effect. To teet thils In ETRS, I have omitted the
RE-h and have inciuded the first, second, third snd fourth lag of the price
variable. The characteristics of the fit are pretty much the same as before,
and on the price variables P—h is significent with & negative effedt and P_3
is near significant with & positive coefficient. Running this regression with

AP, (AP)_l, WAP) . end (AP)__3 the results are much the same and only (AP)__3 is

significant with coefficient 0.17. Note thet ithe current increase in prices is

2

not significant at all; certainly this is not surprising here because the cur-
rent increuse in wages is one of the already included regressors. But this resuit
perhaps suggests that when trying to explsin earnings it is better to use current
increase in wage rates than the curreat or first lags on prices. Certainly
there are good a priori reasons for including  the wage rates i&nd since we
have data on it, xy suggestion would be not to omit it as so often empiricael
vorkers do,

Going back to E7B.5, the results there suggest that what happens to prices
one year before (P—h) is important - nofethat AW_) does not meke P_) unsiguifi-

cant ~ but it wust be compered with some xore recemt prices. I have chosen P 3
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2. Price Faustion

To explain the current incremse in the index of retail prices T have
used the prices of imports and wages or earnings, all deflated by the retail
prices. T heve included also two trends, one stariing in 1940{T) apd the
other in 1959(T1L). Teble 8 shows thet sarnings are more interesting than
wages, 80 I hgve chosen them,

in E8.1 ve use deflated regressors, constraining P _ to have a co-

]
efficient equal to the sun of the coefficients of price of imperts and
esrrings, but with opposite sign., To see if that consiraint is legitimate

I have
on statistical grounds)run E8.1 free, i.e., using PM—l’ E_l and P The

_.1'
results were that the constraint on the ccefficients was satisfied &nd <he
likelihood ratio teat for the reduction of RSH was not significant at 5% level
(Xe(l) = 1,6039). Therefore EB.1 can be acceptad.

So far the series that I am using for eamings does not include the
ameunt peid for the ewmployers te the Nationsl Insurance, etc. Constructing
& new series for earnings that includes the emvloyars contribution [E*)
it was ovserved that it yields a better fit and tnat with it tha Tl trend
was 1o longer significant (E8.5 6 and T).

In thet eguation I have used also a productivity verisble (GUP deflatcd
by time or by the number of employees in employment) but this variable was
never sigrificant when running the regression with s trend. Without the
trend the fit was worse. Therefore, confirming previcus results of Sargan
( ), the productivity effect in prices seems will>be captured Ly a negative
trend,

The varisble that I am using for prices ic the consumer's price index.
The National Institute of Ecorcmic and Scciel Research has proposed to

forecast this index az the following equation:
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2.3 Pt = .06 ~.0037 ~.002 Q1 *+ .QOTon ¢ 008 Q3 + LA wE
(.31) (4.06) (.70) (.00 {002 (.07} ™~

+ hovp + . L8 PM . R = ,GuE3

Lom* (Lais) T oow = 212
RSS = .00n839
g = .00T980

and we can see that the fit in (2.3) iz better thar

(2.2} and also that the constraints impared in Lhe definition of the
verisbles in E8.% ave satisfied by the reswlis of {2.3) and the standarg
error of the estimation is lower for £8.4,

I have tried to use the indirect taxes &s ancther regrossar, but T have
rot been able to identify its effect with a sensible coeflficient. In that
respect it appears that it would be preferable 4o correct he endogenous
variable for indirect taxes, as it has beer done by the Nationnl Institute,

In the equation EE.6 or 7 I have used AW or AE as edditional CeRTessors
tut they were nct sigrificant and also other lags on real 2arnings, prices,
or prices of imports. Ve will see in Seciion TV that the situation is

different when we allowed for a simultaneous estinmgtion.
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that relation under an autoregressive process in the disturbances, that
process in all the cases considered (from the first to the fifth oser)
wes never significant. In fact, the values for a's were never greater than
0.1 and with very lov t values (never greater than 0.7) and the X° tests
were also very low indeed. This relation was also estimated with only
one of the DN variables, the fit was worse and the DN variables as in F10.6
were not significant. This result and the fact that when we include both
DN and DN_, they have coefficients that are not statistically different
in absolute value suggests that it is better to substitﬁte both variables
by one dummy with zero value in all the observations except for 1966(L);
in the article this variable has been denominated by D664. The use of D66k
implies that, at that particular quarter, the increment in unemployment
was for some social and political reasons that cannot be included into the
model, was unreasonably high, and we just add a positive factor to the
mean for that observation.

I try to identify the effect of AW or AL in unemployment but without
success. We will see that by simultaneous method of estimation, some

wage effect is present in the equation for AU.



35

been used, but it is not significant &t all in the price equation of the
S.F. or of the U.R.F.

The forecasting performance of the model has been investigated by
estimating it for the period 1950(4) - 1969(L) and using the results to
predict 1970. It must be said that the values obtained for the parameters
in this case do not idffer significantly from those presented in Table 11,
but now the t value for AW in the unemployment equation is 1.08. Trom the
figures showed in Table 12 can be seen that the prediction with the
unrestricted reduced form is not satisractory, and only the one period
forecast past the Ie(h) test for‘stability. On the contrary, when ve predict
using the restricted model, the %orecusts are much more accurate and the
null hypothesis of post-sample stability is not rejected in the Iz(h)
tests for individual quarters or in the Xz(lé) test for the whole prediction
period. The correlations of the forecasts errors of the different equations
have also been reduced comparatively with those obtained from the U.R.F.

All this is another argwment in favour of the imposed zero restrictions.

The comma;tignbetveen the observed and predicted values of the dep-

endent variables over the sample period 1959(L4)~69(W) is as follows:

AW AE AP AU
U.R.F. 0.831 0.950 0.881 0.926
Restricted 0.79%2 0.932 0.8%3 0.900

Modal

The correlation matrices of the residuals of the U.R.F. and R.R.F,
corresponding to the system ip Table 11 sre:

U.R.F. correlation matrix of residuals:

v 1.0

AE 0.45 1.0

4P 0.12 0.03 1.0

AU -0.08 0.08 0.17 1.0
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CONCLUSIONS

We can derive some conclusions from this study. First, the dynamic
elements in a model for wages and prices inflation plays an important
role, and it can include lags up to the fifth order., Second, in explaining
wage rates using a Sargan type equation, the inclusion of real earnings
seems very fruitful and reflects the phencmenon that once the workers get
a high income they try to insure it in the next collective negotiation
of the wage rates, If that is so, it seems to me that éhe way to deal
with it is to provide a workers participation in the management of the
economy at the national and firm levels.

Third, the inclusion of earnings in the system has been revealed
as more promising than the correction of unemployment as the hoarded labour
hypothesis of J. Taylor. On the other hand, it is difficult to justify the
cmission of a simultaneous treatment of wages and earnings at least when
we try to explain the latter.* Also it has bheen proved very wrong the
implicit assumption in some applied works that to take a measure of the
labour costs we choose between wages or earnings. It is not a matter of
choise (both varisbles have a guite different behaviour) but & question
to include both in the analysis. The experience obtained along this study

points out that a rational distributed lag bvetween wages and earnings

In fact a rational distributed lag on wage rates explains most of the
variation in the 1evel of earnings, and the re9r9551on,(& -.25L - 22L
+ 230708 = (.7 - J261° + 2203 - Laupt 4, oL Sy - 100 + (Loo6rd

+ ,012L )ST + trend and seasonals. has an R .9997

2
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APPENDIX C

e data is quarterly from 1949(01) to 1970(0Lk). A1l variabies except real GDP

are expressed in index numbers based on average 19048 = 100. All variables except

dummies enter the equation in logs.
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Xt is a variable in the system,

LA = X, - ¥ and

fficial wage-rate index

eekly earnings per week per employee in employment (See Appendix A)
- real wage rates

E - P, - real weekly earnings

consumers'! price deflator

official import price index

al GDP (see Appendix B)

i ercentage unemployment
r 28 P

“V -

t

]

n

percentage estimated of hoarded lsbour. I sam indebted to Mr, Jim Taylor of
Lancaster Univerasity for this series.
U+ HT
t "t
number of industrial stoppages in ell industries except cosl mining

(See Appendix D)

urber of total notitied vacancies

Dunmy varisblies:

.11 -

t

QiA

QiR

trend 1949(02) = 1, ..., 1970(04) = &7

trend starting in 1956{(01)

seasonel durmy for the i-th quarter

b

I

1 for 1956(02) to 1959{02)
0 octherwise

one for the i-th querter during the period 1949(1) - 1088(k)
Tero otherwise

one fer the I~th juarter during the period i1952(1)} - 1970(h)
Zero othervise,



Footnotes

I am very grateful to Professor Sargan for his advice and encouragement
during the preparation of this paper; without which it would not have
been possible. But I, of course, take full responsibility for any
errors it contains, I gratefully acknowledge financial support from
the Fundacid Jaume Bofill and Fundacidu Juan March.

The equations in the tables are mentioned in the paper &s E x.y,

where x stands for the number of the table and y the number of the
equation. So E2.1 refers to table twe, first equation,

I am also grateful to Mr, J. Taylor for providinglme with his estimates
for hoarded labour 1953(i) to 1970{iv) and for letting me know of his
work when it was still unpublished.

In a recent work, by Godfrey and Taylor, they
used hoarded labour and unemployment separately.

On the other hand, if we introduce also the linear trend T and real
wages lagged one period in equation (19), Table 4, then 8E_, is
significant on an OLS estimation and improves the fit with respect to
equaticn (27) in the same table, But using s third order autoregressive
process AE_; is no longer significant and EL4,27 performs better than
E4.19.  Also with this inclusion of T and RW_, in equation (19)

a FIML estimetion makes AE_, mo longer significant.
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Dependent Variables AR

TABLE 5

{See appendix € fur defipition of the variables)
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TABLE 6

Depanéent Variebles AW

13,1, RES 22 ow vz ousy | AU |Bw-1 IRE-1 | AR sp-1 T T o Q1 Q2 0% ot o2 o3 o 1
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i (2,97} {2.02) £s.k1} (2.85) (235 0(2.52} ! (2.73) (2.03) (.55)
) DR ; N N A T 03k J-.0009 : -.009 - 006 e N 2T
; ! (rATs)Pla.87) 1{2.08) Ku.62) (3,7h) {3.52) }(3.00) (2,49 (1,55} (.57) L1.76303.90) [(2.Lb)
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m (2.33) H1.87) [(k.96) {(3.86) (3.14) [(2.87))(3.25) (1.39) (2.28) (1.89) {2.05) i
Pk oozt CLe ) 008 | -.012|-.26 | .29 | .12 | .CLL | -.COL -.03 -.007 -.005 -.003 18 (.35 .30
_ (2.165 {(1.91) [{4.51) {(4.00) [{2.18) |(2.Tk)}(3.53) (1.76) (2.08) (1.27) (1.15) fa.47)1(3.22) {{2.59)
;s L0035 150 1.75 0LS L007 1 ~077 .26 .01k -.0007) ~-05 -0 -.007 ~ 002
! (2.09) l(z.28) (2.82) (3.21) (2.33)] 312 (2.60) | (1,97 (.67)
PE 0028 CcLs -.C1h .013 ~.0008 | ~.0% -.009 -0 002 26 |-.40 o8
" (2.34) {3.2%) (2.77}} (3.07) (2.37) {1.53) (.73 Me.18)[3.86) j{z.kb) !
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Coog 0033 LS -.015 ok 016 | -.001 -.06 008 009 028 .23 1-.023
m (z.00) (2.8h) (2.83)|(2.01) (3.09) (2.14) (2.20) | (.23) w_‘m.wm, K..MSW
o ,M b

[*H
2]

equation eight the autoregressive process estimated was Ut = {1-4L) :»nm.,.%wua where L is the back operator.
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Fof.0023 2,04 25 | 50(L)=70{3;] 0230} .007i-.028 -.33 .26 | .015¢) .17 }-.L8 |.31 - k3 .22 -.001}.005 {.000 } ~.0G3 {-,08
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3.7212..8 L.59 .87 12.19 2.521 2.2% 3.36 12,10 2,07 { 1.67 JL.33;
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# This equation has been estimateé using revised data per earnirgs.

% The figures in the second line of each equation correspond to the t values of the respective coefficients.



TABLE OB
(0) (1) {2) {3) (4) (5) (6)
) Estimates of the Va -
Estimates of the coefficients iance of the coefficients t Values for
Lxogenous 1950(L} - 195004) - 1566{L} - (2) - (3) 1550047 - 196613) TOE6{L = I970Th) (&)
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e ~-.077(L.8k) -, 0067(2.96) L1580, 98) .1333 . 000508 .02167 0.895
1 ~,001L(3.36) -.0009(1.48) -.004(1.50) 0031 . 000000k . 0000090 1.01
QL .001(0.35) .0015{0.41) -.0085(0.5k4) 007 .00001h . 000081 0.72
Qe -.012(3.95) -.0085(2.03) -.0158(1.51) 0073 .000018 .000110 0.64
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RE-1 .27(3.09) .26{1.65) .58(2.49) .38 .01416 .05455 1.4%
SP-1 ,018(k.53 .017(3.0k} .028(1.59) 011 .0000326 .0003223 0.59
AW-2 ~. 49(k4, 59} -.52(Lk.02) -.21(0.36) L3 .01666 .3533 0.51
LW-3 .26{2.75) L17(1.55) .27(6.59) .10 .01321 . 2048 0.21
Rw—3 - %0(3.37) -.2901.97) -.30(0.58) .01 .0225 .2580 0.019
RE-3 J18{2.01) Li12(2.15) L15(0.21) .03 .011p2 L4707 0.06
R L6523 5778 9598

r? 5849 4681 .8393

DW 1.6k 1,62 2.70
RSS .002715 . 062309 . 00008k

o .006366 .006795 ,004582
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(1} (2) (3) (4) (5) (6} (7)
(2)=(3) H_um.wm,aw.ﬂ.mm of t valuesn
ESTIMATES of the Coefficients the Variance tor (&)
. meoWJvuﬂommwi 50(1)-66(3) | 66{L).70(4) | 50(13-66(3) 66(4)-70(4)
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m;.o“ﬁw.mov -.008(2.05) -.020(2,28) ".012 | 00002 +00008 3.80
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3203, 54) «27(2.328) .01{0.03) .26 01279 « 1562 .63
-.31(2,55) -.27(1.86) _e54(1.25) .27 02048 » 1901 .588
L1F(2,06) .16(1.71) 250 k) -.09 | ,00918 3136 .16
L27(2,86) 26(2.31) - 70(1,75) .96 .01270 «1595 231
o5 53 .98
.53 42 .89
1.91 1.96
003204 .002711 »000042
- 006765 007152 +0037
4 o2 3
!
m ! i
! i |




TARLE D
Dependent Varislile AW
s - < O G = T S R S
igzgfzg::; ESTIMATES of the Coefficients ::\€)~(3) é;;é‘ofdche u;e;*jél‘_t tfor i
% 1950{ 4 )-70{%) {50(L)~66(3) Eé6(h)—70(h) ’ su(h}ﬂ66(3}. 66(&}-7o(u}1
Ec -.05{3.30) -.06(2.75) 1-.32{0.92) .2€ L.ooous J 5 o E.vs
71 - 0026(5.91  |-.0020(k.28)| .oook(.08)  F.oozh L5 x107° 1.s x 10 ¢ 1.5k
(11)? .000015(3. 09)|.00003(2. 34} —.00007{.%5) Loooic |21 x 1077 .2 w1070 .70
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SP_, .010(2.L8) -0a2(2.26) | .02{0.97)  F.008  1.00003 . 000k 3 .37
AW .21(2.35) 5.91{1.93) ~.64(1.33} L85 .01213 . 23050 Hy o
AW_ -, 45k, 25) - h9(3.81) 1 -.38(.59) i—.ll .01630 | 41030 17
AV, 25(2.82) .23{z.12) -.03(.06) .26 .01203 . 23040 .53
;RW*B ~.32(2.87) i-.31(2.25) -.36(.55)  |.05 L0191k 12570 .07
;RE 3 .20(2.60) L19(7.11) | .27(.28) .02 . 00857 | .u602 .03
232  652h ST L9819 |
B .5819 1 €02 .8551 | i
1Dw 2.002L 2.0215 2.68 !
RoS .002635 oo2h56 000635 | E
ixﬁ‘ .006L1L 006872 .004351 i ]
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¥  The minor differences

baen estimated us

ing revised

between this equation and

data for earnings,

264,10 are due to the fact that EBA.10 has
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Dependent Variable AW, BSample period 10S0LLY-1a970(4)
3 SARpPle Terio As

; 7
N.E. 1 2
N.R 15 17 Implied values
R2 L6628 L6688 | from regression 1
R2 | L5013 5860 i
D.W. I 1,05 1.98
RSS é .002633 .002586 i
a ! .006313 006357 |
¢ | -.06(3.58) -.005(.03)
71 t-.0026(4.58) -.0026{4.67)
(m1)® .0002(3.53) .0002(2.80}
QL ~.000L{.17) i .0003(.09)
2 -.009{2.09) -.008(2.63)
Q3 =.005{1.9k} -. 005(1.92)
RW_, -.43(3.92) U -.021(2.78) -.02
HEﬁi 36{3.96) 1 { .017(2.29) .02
AU -.02(2.79) SP_, .011(2.69) 011
5P_; L011(2.TE) W, -.19{1.51) -.19
IAW_l Lek(2.h9) W_s - 67(L.70) -.69
gaw_g -.bs(h,19) W_q Lik(3.10) At
aW_5 .25(2.4€) LI -.2b(2.56) ~.29
RW_, -.26(2.11) E, | -3k(3.61) .36
RE_, L17(1.93) E_3 ! .18(2.01) .17
Py ' 05(.6€) .07
P_s .09{1.24} .09
Within simple
prediction
70{1} .0349 L0347 L0345 ,
(2) .oze6 L0207 .0209 :
{3) .0248 L0250 0248
(4) .0368 L0308 L L0299
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Dependent VariableAE (See Appendix C, for description of the variables),
Sampie Period 1950 (4)-1970(3),
N ~ 1970(k) **
:—r J” 8% iR | ME ¢ Q1 Q2 q3 T 1 drE-r [ mie1 (AW | spa] Aq | Az (A [y enm -0590
: .
: i
a.i.0%%s1 72| 10 bors | —,03 f-.01 [-.007 | L0197 |.0004 {oo2s L.82 [.8x ez Loiss , Ok
m m (1.3831(2.33)1 (1.57)] (4.00)] (.73) | (4.98){6.27) |(5.31)(4.15)(3.06)
mam_coxmm 1 icLs I o-oh 1005 L00s L033 | -.0005;.007 k,22 (.31 L62 012 [-.57 |-.32 |-.52 L0610
! “ (AL (3,13) 10L54) 11,960 (307701 (1.59)] (3,45)(2.60) [ (3.33)(6. 14 %(3.89)[5.12) K2,66) (5,15)
u,.c, Fo1s wnrm L0003 1,022 1,003 | «.00161.0002 | OO L b7 (L4 Loo  [,006 .51 0599
w | LS | (0,12) [(3.85) (0.5 (C.27)] (L27) | (3.03)3.72)( (3.48)(4.52%(1.17)| {5.01)
|4 i
L3} .005 4 12 {cL3 | -.01% [.0003 |.026 | ~.00% {-.003 | .00 |.28 [.350 [.56 |.009 | -.27 47 L0614
| _ RALS | (0.58) |(.0%) | (5.80)] (.39) | (.46) Am.pdiﬁé.mmvng.omuﬁr.omvhé.qmw (1.64) (3.15)
| . i
M..w moﬂﬁm\an OM‘m iuﬁvom Cﬁ\voa iomﬁu l-oog I.OOSW .8.#“ I-o\ﬂvx_ -u& Omﬂ OOOsN |-NN.U nhvu -lnoom ugém
m W RALS | (L23) 1 (0.17) (5.49) (0.57)[(.09) (2.1 (1.58) (1.69) (4.8d (.13)f1.49) (.20 (Lom)
* In BEV.4 the mﬁﬁowmmwmmmu.km process eshimated was: Cﬂ = {1 1&433 ..n.\“:hf dw ...mn__ where L is the back operator

and @t is white noise,

* {Tqis column collects the forecast value for ‘_wﬂo?.v.
The true value was 0590



* ¢, Ql, @ and Q3 omitted in order to have the iable

** Additional columns are on the following page.
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TARLE TA #
H m AT, T J fach] o T Y Om " * %
NE R mmmw T &, RW mp-u mwzw T1 AE_, pszw m;:m mﬁsm rm|m BE_,
1 20 L0037 | ~.002 .56 ) .79 -.71 .018 .003 -.13 -.19 .30 .001 ~.27
.8k (2.45) | (3.72) {L.75) (Loa7) | (2.78) | (4.13) | (.80 (.85) (1.28) | (.19) f(1.62)
2 ig L0039 | -.001 .53 .87 .79 017 .003 .13
.83 (1.93) (3.63) {6.28) (6.61) (2.05) (3.99) (1.28)
3 18 L0001 § -.001 .6h .80 - 77 015 .003 .0b
.82 (1.66) {4.66) {5.84) (6.60) (2.60) (4.53) (. L0)
I o0 L0037 | -.002 .56 .93 ~. 84 .018 .003 -.13 -.06 L17 Nes}l
. 8L (2.L9) (3.71) (5.80) (6.86) {2.78] (b1} {.8G) | (.35) (1.42) (.16)
5 18 LOOLO  -.002 61 .81 -8 LC15 L0033 .15 -. 08
.33 (2.18) (s, 57) {G.12) {r.oon (2.02) (5.84) (1.69) (.75)
£ id L0038 | -.002 .5k .85 -.8C 017 L0032 .12
(.84) | (2.50) (4.07} (6.57) {(7.40) (3.27) (6.37) (1.92)
7 15 LC0ho | -.00008 ) .7k L83 -.79 .011 .003
.83 {.13) {5.£1) f5.hh) (5.97) (2.15) (4.78)
3 26 L0031 | -.0009 61 .80 -, 75 L0k .003 L0123 -2k L3I0 -, 02 -.18
.87 (1.06) (h.13) (L.56) {&,30) {(2.2h) (h.32) {.08) {1,06) {1.30) (.23) {(1.08)
g | 26 L0031 | -.0009 .61 79 -.73 .01h .003 013 -l hi ~.002
BT {1.06) (4.13) (h.15) (4.83) (2.24) (4.32) (.08) [(.28) {.92) {.23)
10 26 .0031 | -.0009 L€ .79 ~-. 73 .01k .003 L013 ~-. 24 .30 -.002 -.18
(1.06) (4.13) (k.15) (4.83) (2.24) (4. 32) {.08) (1.05) (1.29) {.23) (1.08)
11 26 ~.0031 | -.0009 .61 .79 -.73 .C1k L0073 L013 -.04 1 -. 002
{1.06) (k.13) (4.15) (4.83) (2.24) (L.32) {.08) | (.28) (.92) (.23)
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-.08
(.49)

-. 001

(.008)

-.08
(.59)

-.08
(ko)

(.59)

~. 0k
(.25)

RE ,

.19
(1.25)

.23
(1.63)

i}

o~
Lo Ui

Ay
Na

056
(.35)

057
(.35)

.057
(.35)

o

{.88)

-.08
(.u48)

-39
(1.7L)

.28
(2.39)

.20
{2.20)

.20
(2.20)

LQ10
(1.35)

.010
(1.35)

.010
(1.35)

.010
{1.35)

FE .
Moy

.1k
(.87)

.08
(.h8)

Rw

.23
{(1.67)

+.38
(2.70)

.33
{2.08)

.19
(1.10)

.25
(1.29)

-.33
(2.67)

-.19
(1.1h)

-.25
(1.3L)

P
SF_s

015
(2.82)

003G
(1.43)

.009
(1.43)

.009
(1.43)

.009
(1.43)

1970(4)
.0590
.0L87
083

.0505

L0487

.0570

.0523

.0523

.0523

.0523
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TABLE 7 ¢ % *%
Dependent variable AE. Sample pericd 1950(L) - 1570(3)
o ! _ T f —+ ] bi ! e
o MJ,, i D 1 ” rQle fqen ' Q T2 \ E 8 / RE 4 : _ - -F AP
DR c T TL Q1A Q24 Q3 a1 Q2B Ya3B L m?ﬁ RE_, [SP_y [AW_ \RE_), 8E_) faw_) 8P o\ ) w-wm I
: _ | ! i P :
} , { i : . :
1 2.27 ,00345! 0001 —.00007| .00L6f-,015, -,0k1} .01 -.030| -, 018 -.025 .56 .50 | -.h5:.013 | M
85 4.01 15 3.98 |3.72 111.5 | 5.63 | 7.95 {£.67 | 7.99 | 4.81]3.85]3.83 2.66 | |
2 2.07 .00252,-.038!-.0009 | .002 |~,006! -, 030} ~.CLk ~.0211 -, 019 —=.021} .53 |.72 |-.63 .015{-.28,.09 L0O9 {~.3C 011!
.89 11.h9 11.56 5.66 [1.34 15.57 13.8% 4.L6 15,32 | 5.07 | 4.53/5,49/5.35 3.3012.9011.52 .99 12.79|2.30
IR I | | m ,"
3 2.09 .00264 -.050: .002 | -.005:-.032{~.016:~.020| ~.020| =.022| .56 |.67 {-.€4 .015|-.26 .15 |-.33§.012
.89 (2,06 | 5.53 11,17 16.30 | b.95 ‘4,52 15.66 | 6,40 | 4.9716.2615.67 3.27{2.79: 1.82{3.15{2.57
| | t : ; ”
¢ | i i ; t
k2,25 .0050 |.007 | L0016 m B4 M8 1-.57 L005(-.22:.15 [.k8 |-.L45].001
LLTO .30 k.19 ! h.367L.0815.39 H.Ommp.mrmm.mw 5.22;3.711.25 | _
| w , o , w H |
ha 2.h2,.0051 | .013 ! | 0018 B0 .55 -4 .0031-.38) .57 i=.520.002].14
| .78 .55 th.e1 4.01ik.52. k.85 W8 (3,01 7.7014.29 .41 [2.08
| : | : ” : . : ! ; :
5 1.78 .0067 |.036 ~.020 ~.0kY =, 017 -, 037 |-, 015, -.02k o !
- .71 116.68. 5.10 10.95i4.12 :10.71{k.b0 |T7.0C | ; |
o W ] w M : P
% 612,04 .0026 | M .002 : i 5T 167 -.66-.014{-.241.03 |.14 {-.33}.011 m
| 6L | 5,74 W w 5.27,5.88(5.88 3.33j2.72|.74% 11.62|3.322.50
W “ | w , . |
% 712,09 .0026 | .002 .56 .67 |-.64 L015:-.26 .15 |-.331.011 “ /
W Y R : 5.82 , _ 5.23i5.54|5.97 3.45!2.94 y.wmmw.wm 2.70
e : m s m : | o ! |
8 mm.omm.oommmwz.owmm 062 ) ~.06L -,03 [-,017 ~.02 -019}-.02 | .57 |.71 !-.65..013 -.31 1,13 1 =.36:.,0111.08 :
| .89 1.Lk9 15.72 1.97 5.91 '5.06 L4.32 5.3k [5.62 15.07!5.49/5.85 2,693,171 1.58;3.39/2.3511.47 i
o M m : : I w | i | : m i j
o i : ‘ : : i ! : ! H i ! . i
9 1 2.06:.00260. —.0LT i .002 {~.006 ~.03 '~.0l5 -.02 |-.019|-.02 |.55 .67 -.£3 .015 ~.27/ 15 | -.3% 1011 .06
o .89 11,88 | 5.52 |1.28 5.99 h.k3 4.3 15.57 (5.77 1h.8215.25:5.63 3.23/2.93. 1.76!3.21:2.33 .99 |
I : ” . i : b uﬁ | | [ |
* The estimation has been run with deseasonalised data; see text.
¥¥ The figures in the second line of each eguation correspond to the t values of the respactive coefficients.
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